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Feature Selection

Scatter matrices, Fisher’s discriminant,
Principal Component Analysis.
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Feature extraction — Structural
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Figure 1. The 30 facial characteristic points.
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Feature extraction — Structural
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Figuré 4. Parameter value range according to location of each feature in a face.
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Figure 4. Ridge extraction filters at different orientations, ridge spacing and
orientation certainty levels. Up to the middle column of the table the ridge
spacing S is increased which means a decrease in frequency. After the middle
column the frequency is kept constant but certainty C is decreased which
means that bandwidth of the filter is increased.
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Figure 3. Visualization of Gabor features with frequency-independent sampling.
Each point in the grid is assigned a little frequency space, which is visualized on
the right-hand side. The gray values of the little segments show the moduli of
the Gabor responses as a function of the (two-dimensional) spatial frequency.
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Figure 4, Extracted Gabor features,
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What features are good?

Class 1
Class 2
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What features are good?

Good features have low intraclass variation angelar
Interclass variation

Selection criteria:
e Hypothesis testing, e.g. the hypothesis that distohatof
each class have different means
« ROC curves
 Class separability measures
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ROC curve for feature selection

We can construct ROC curves and somehow estimate
the utility for every feature:
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Scatter matrices
Covariance matrix for clasis

S =E[(x-p)(Xx—pn;)]

M
Within-class scatter matrix: SW p— Z P| Si
i=1
M

Between-class scatter matrig, = Z P —p,)(p —py)'

M
where 11, =) P
=1

=1

Mixture scatter matrix: S_ = E[(X—py)(X —p,y)"]

S = Sp T,
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Criteria for feature selection using scatter
matrices (1)

Smalltrace (S,,) Ofet(S,) == small intraclass variation
Large trace (S,) Oflet(S,) ==> large interclass variation

Largetrace (S,) Oflet(S,,) = large interclass variation
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Criteria for feature selection using scatter
matrices (2)

- _trace(S,,)
e Maximize J, =
trace (S,)
e Maximize J, = det(S,,) _ det(S;'S,.)
det(S,,)

»+ Maximize  J, =trace(S,'S,)
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Criteria for feature selection using scatter
matrices (3)
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FIGURE 5.4: Classes with (a) small within-class variance and small between-
class distances, (b) targe within-class variance and small between-class distances
and (<) smull within-class variance and large berweoen-class distancos,

J, = (@) 164.7 (b) 12.5 (c) 620.9

(Theodoridis, Koutroumbas — “Pattern Recognition”)
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Fisher’s discriminant criterion

In case of two classes and selection of one feature
det(S,) ~ ol +0;
2
det(S,) ~ (4, — U5,)
Fisher’s criterion I1s to maximize

5= det(S,) _ (4= 4,)°
det(S,) o;+0:

Extension to multi-class problems:
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Feature Subset Selection

Using criteria for good features, we can explotaitive
algorithms for selecting bedt  features outi®f original:

» Apply some criterion to each feature; selgcteatures with best
one-dimensional criterion’s performance

- easy to implement
- but features might be correlated: modify algorithmto only
select features not strongly correlated with already selected

 Try all different combinations df features outld¥; for each
combination usgq -dimensional criterion’s perfonca

- computationally expensive
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Feature Selection by Linear Transform

Instead of selecting original features,... , X
select linear combinations of them:

— Al m -
yJ_aJX1+...+aJ Xm, J_l,...,l

we can

m )

In matrix form: Yy = A "X

Sy = A 'S.,A  -within-class scatter matrix foy

Syp = A 'S,A  -between-class scatter matrix for

Want to find A so that feature selection craerfunction
J, =trace (S, S,,) =trace (A'S,,A) " (A'S,A))

IS maximized.
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Feature Selection by Linear Transform

Solution A s the projection onto subspace spatuyed
the | eigenvectors correspondind to  ldarges
eigenvalues OfS:qinb

J; =trace (S, S,,) = A, +... + A
A =2...2 A, -eigenvaluesof S °S
For two-class problemss,,  has rank 1 and

y =(p,—p,) S X isan optimal projection

- Fisher’s linear discriminant
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Principal Component Analysis (1)

Criteria for feature selection:
transformed features should be uncorreated:

Ely,y,]1=0, 1#]

(assumeE[Y. ] =0 foral )

In matrix form: 'y = A ' X

R, =E[lyy']1=E[A'xx'A]=A'R,A

Need to find A sothalR, is diagonal.
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Principal Component Analysis (2)

Solution:
R, = E[xx'] issymmetric

Hence it has a set of orthonormal eigenvectays:
R.,a; = Aa

If A=[a,...a,] ,thenRy — ATRXA = A
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Principal Component Analysis (3)

A - Karhunen-Loeve transform

m
f  X=) Vya then

=1
|
X = Y4, isthe projection on subspace spanned by
i=1 eigenvectors with largest eigenvalues
Can prove: "
~ 2 _
E[(x=%)°1= > A

I=1+1

So the approximatiorX by produces smiaffessan
square error.
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FIGURE 6.1: The KL transform is not always best for pattern recognition. In
this example, projection on the eigenvector with the larger eigenvalue makes the
twa classes coincide. On the other hand, projection on the other eigenvector keeps
the classes separated.
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PCA for biometric data

» Biometric applications usually do not have enodgta
to learn intraclass variation.

 PCA can be well learned using interclass variation

 Particularly, face recognition by PCA seems tlivde
good results.
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PCA for minutia extraction
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Figure 21. The Neural Network classifier architecture.
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Maximizing information content of
the features

» Fourier coefficients

e Moments

* DCT (discrete cosine transform)
e Quantization

* Neural networks



Center for Unified Biometrics and Sensors

University at Buffalo The Stare University of New York
http://www.cubs.buffalo.ed

Neural Networks for Feature Selection

% X,
X -
i 53% A 3
X2
j i 9I ),Zm
Xm

Some middle layer has<m  neurons, whoseeg Y::--- Y,
are selected as features insteadof.. , X,
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Project 1 discussion

* PDF estimation — need proper smoothing parameters
(bin size in histogram method, kernel window inregdr
methods)

 Draw ROC curves on the same graph in order to
compare the performance of matchers

» Make sure same t is used for constructing ROC from
FAR and FRR data
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Sample pdf and FAR/FRR graph

probability density of genuine and impostor scores, FAR and FRR

14— » o [ ———impostor (bin size = 0.002)
T e s genuine (bin size = 0.02)
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Sample ROC graph

ROC
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Face G matcher
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